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Summary. The G E N C O N  simulation program GC5 is 
designed to simulate genetic population control using 
field-female killing (FK) systems carying pericentric in- 
versions in addition to Y-linked translocations and dele- 
terious mutations. Homozygous-viable pericentric inver- 
sions are included on the same chromosomes as the 
deleterious mutations, in repulsion to the Y-linked 
translocation. Released males transmit the inversions and 
mutations to their daughters and the translocation to 
their sons. Daughters are semisterile regardless of the 
type of male they mate with, because products of cross- 
ing-over within the inversions carry inviable duplications 
and deficiencies. Compared to present FK systems, inver- 
sion-containing strains give higher levels of genetic death, 
with both faster initial suppression and greater persis- 
tence of genetic death from field-reared descendants if 
releases are interrupted. At low release rates, both types 
of FK system are more effective than sterile males. 

Key words: Genetic control - Simulation - Transloca- 
tion Inversion Genetic sexing 

Introduction 

Genetic sexing systems enable killing or sorting of mass- 
reared insects according to sex, usually by linking sex 
with mutations using rearrangements between the Y and 
other chromosomes. They have potential application 
both in rearing economically important insects such as 
silkworms (Tazima 1964), and in genetic pest control 
strategies involving release of sterilized or genetically al- 
tered males (reviewed by Whitten and Foster 1975). 

In Australia, a genetic sexing system that operates in 
the field currently forms the basis for proposed large- 
scale control programs against the sheep blowfly Lucilia 

cuprina, a major pest of the Australian sheep industry 
(Whitten et al. 1977; Whitten 1979; Foster et al. 1985, 
1988; Foster 1989). These field-female killing (FK) sys- 
tems combine recessive eye-color mutations with a 
Y-linked translocation. Females are homozygous for the 
mutations and have white eyes. They are functionally 
blind, and while they can survive in cages, they rarely 
survive long in the field (Whitten et al. 1977). 

Males carry the wild-type alleles of the eye mutations 
on the translocation, and carry the mutations on a nor- 
mal set of autosomes. They have normally pigmented 
eyes and are competitive in the field, transmitting the 
translocation to their sons and the mutations to their 
daughters. When a daughter, heterozygous for the muta- 
tions, is mated by a released male, half or more (depend- 
ing on the number of mutations used) of her daughters 
are homozygous and thus unable to survive to reproduc- 
tive maturity (see Fig. I of Foster et al. 1988). 

Release of FK-strain males into field populations 
leads to reduced population fertility from the semisterility 
of the translocations and, eventually (with sustained re- 
leases), homozygosis for the mutations in a high propor- 
tion of nontranslocation zygotes of field origin (Whitten 
et al. 1977; Whitten 1979; Foster et al. 1985, 1988). Semi- 
sterility and homozygosis combine to give genetic death 
rates approaching 94% with presently available strains. 
This type of system has been successfully used to suppress 
sheep blowfly populations in two field trials conducted 
in 1984-1986 (R. J. Mahon, T. L. Woodburn, and G. G. 
Foster, unpublished results). 

For long-term suppression campaigns, FK systems 
are likely to be more cost-effective than the sterile-insect 
technique (SIT), since at low release rates they give rise to 
higher genetic death rates in density-influenced popula- 
tions (Foster et al. 1988). This may make control of the 
screwworm fly Cochliomyia hominivorax more economi- 



cally feasible in South America and in Nor th  Africa, if 
present eradication attempts in Libya using SIT should 
fail to prevent spread of the current infestation (Foster 
1991). Moreover, since released females die before repro- 
ductive maturity, the use of FK systems would reduce or 
eliminate many problems encountered with present SIT 
programs, including the need for rearing-plant security 
against releasing fertile insects, and biting (mosquitoes) or 
ovipositor puncture of fruit (fruit flies) by released steril- 
ized females. 

Genetic sexing systems for higher Diptera have gener- 
ally relied on low levels of male crossing-over to maintain 
the phenotypic differentiation between the sexes (Whitten 
1969, 1979; Whitten et al. 1977; Robinson and Van Hee- 
mert 1982). However, it is now recognized that such sys- 
tems are too unstable for practical mass-rearing in large- 
scale control programs. Recombination in males, followed 
by selection of fitter genotypes, leads to breakdown of the 
strains in rearing colonies (Foster etal. 1980, 1991; 
Rossler 1982a, b; Hooper  etal. 1987; Busch-Petersen 
1989). Inclusion of inversions to eliminate the products of 
recombination, a routine practice in mosquitoes, may 
provide a solution to this problem (Curtis 1968; Robinson 
1975; Curtis et al. 1976; Baker et al. 1979, 1980; Kaiser 
et al. 1978; Foster 1991). 

Of several options available for including inversions 
in FK systems, homozygous-viable pericentric inversions 
appear to be the best choice (Foster 1991). The current 
plan involves constructing strains (Fig. 1 a) in which a 
Y-autosome translocation carting the wild-type alleles of 
the critical mutations (w-- and yw § shown here) is bal- 
anced against a homozygous-viable inversion containing 
the mutant  alleles of both loci. This is similar in kary- 
otype to strains constructed in two A n o p h e l e s  species by 
Baker et al. (1980) and Suguna et al. (1981). A large, ho- 
mozygous-viable pericentric inversion will be included 
on one or more of the nontranslocated chromosomes 
carrying the eye color mutations. Females will be ho- 
mozygous for the inversion and mutations, while males 
will be heterozygous for both, in repulsion to the 
Y-linked translocation. 

In addition to suppressing male recombination, the 
pericentric inversion(s) should significantly increase the 
rate of genetic death imposed on field populations. Field- 
reared daughters of released males would be heterozygous 
for the inversions. They would be semisterile regardless of 
what type of male they mated with, because crossing-over 
within the inversions would generate inviable duplica- 
tion/deficiency gametes (Robinson 1975; and see Fig. 1 b). 
The expected semisterility is half the frequency of tetrads 
containing at least one exchange event within the invert- 
ed segment, giving a maximum 50% heterozygote sterili- 
ty. 

This paper describes simulations, using a modified 
G E N C O N  program (Foster et al. 1988) designed to ex- 
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plore the suppressive potential of F K  strains containing 
pericentric inversions. 

Materials and methods 

The s imula t ion  p r o g r a m  G C 5  

General  descript ion.  GC5 performs similar calculations to those 
done by GC1 (Foster et al. 1988). Starting with a finite test 
population and using discrete generations, GC5 computes the 
effects on population size and genotype frequencies of matings 
between wild females and released males and their descendants, 
under the influence of various ecological and genetic variables. 
Permitted ecological variables include migration, weather ef- 
fects, and density dependence. Genetic variables include translo- 
cation and inversion semisterility or the level of irradiation-in- 
duced sterility, and the number and linkage relationships of 
mutations and rearrangements. 

The major differences between GCI and GC5 involve changes 
to the main program and the genetic subroutines PROVA5, 
PSPERM5, ZYGOTE5, and GENEXT5, necessary to simulate 
crossing-over within heterozygotes for pericentric inversions on 
chromosome 3 of L. cuprina (Fig. t b). 

Assuming random mating, the program pairs each possible 
female and male genotype. For each mating type, four genetic 
subroutines are called: PSPERM5 and PROVA5 assign gamete 
probabilities to each chosen male and female genotype, respec- 
tively; ZYGOTE5 assigns zygote probabilities based on the as- 
signed gamete probabilities; then GENEXT5 computes the nu- 
merical contribution of each mating type to the next generation. 

E x c h a n g e  wi thin  inversions. The frequencies of various exchange 
types within inversion heterozygotes are derived from input 
parameters a, b, and c, which are the respective probabilities of 
at least one exchange occurring within the genetically defined 
regions I, II, and III (Fig. I c), plus an expression to simulate 
coincidence (Co) of simultaneous exchanges in regions 1 and II 
(Stevens 1936). Exchange in region III is considered independent 
of exchange in the other two regions (coincidence = 1.0), since 
they are separated by the centromere (Stevens 1936; Foster et al. 
1981). 

The frequencies of each exchange type (Ei) are calculated as 
detailed below. 

E A = a . ( 1 - b + R A ) . ( t - c )  

E~ = b - ( t - a + R B ) . ( l - c )  

E c = c . ( 1 - a ) . ( l - b )  

EAB = a  . b . ( t - c )  . Co 

EAc = a  �9 c .  ( ] - b +  RA)  

EBc = b  - c .  ( I - - a +  RB) 

EAB c = a  " b"  c " Co. 

Coincidence is approximated from an empirical formula derived 
using data from L.  cuprina (Foster et al. 1981 and unpublished 
results), as outlined below: 

X = (a + b)/2 

if X<0.35, Co=0. 

if X > 0.70, Co = t.0 

otherwise, Co = (X - 0.35)/0.35. 

The terms R a and RB allow for the reduction caused by 
interference (1 -Co)  between simultaneous exchanges in regions I 
and II. Given that an exchange in region I has occurred, the 
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Fig. 1 a -e .  Diagrams of karyotypes mentioned in the present paper. Centromeres indicated by circles; L, R - left and right arms of 
chromosome 3 of L. cuprina; square brackets indicate inverted sequence; Y chromosome shaded; yL, ys  _ long and short arms of 
the Y, respectively; w, yw - white, yellowish eye mutations, respectively (superscript + = wild-type alleles), a Karyotypes of males and 
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point, meiotic exchange in region II; type 2 - inversion containing two mutations, one of which is sited at inversion break point, 
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and III 

probability of no exchange in region H is increased by the value 
R A. Similarly, R B is the reduction of the probability of an ex- 
change occuring in region I, given that one has occurred in 
region II. These values are calculated as follows. 

R = ( a .  b ) - ( a ,  b .  Co) 

R A = a �9 R/(a + b) 

R B = b .  R/(a + b). 

The frequencies of viable crossover products from exchange 
within inversion heterozygotes are calculated in the female 
gametic subroutine PROVA5, using double-crossover factors 
(Di) calculated in the main program as follows. 

For w yw/+ + and w + / +  yw heterozygotes: 

DAm =0.5 (EA~)+0.25 (EABc) 

DAC 1 = 0.5 (EAC) "~- 0.25 (EABc) 

D~c 1 = 0.5 (EBc) + 0.25 (EABc) 

DAc2 =DAB1 +DAc 1 +DBcl ; 

for w + / +  + heterozygotes: 

DAB 2 = 0.5 (E AB + E AC + E ABC) ; 

for + yw/+ + heterozygotes: 

DBc 2 = 0.5 (EBc + EAC + EABC). 

Genetic death. The genetic death calculations performed in GC5 
are similar to those described in Foster et al. (1988) and Foster 
and Smith (1991). Genetic death from crossing-over in inversion 
heterozygotes (CD) is calculated from inversion semisterility (Si) 
and the proportion of inversion heterozygote females in the 
locally mated population (P~I)" 

ET = E A + E B + E c + E A ~ + E A c + E B c + E A B  c 

S, =ET/2  

CD = S~-  P , , .  

Translocation genetic death (TD) is calculated from the fertility 
of the translocation (Ft) , the proportion of females among eu- 
ploid offspring of the translocation (Pf), and the proportion of 
matings by translocation males (Pt,,). 

TD =(1.0--F t �9 P/0.5) �9 P,,. 

Genetic death due to homozygosis of mutations (MD) is calcu- 
lated from the number of mutant (Arm) and viable (Nv) zygotes 



generated by the program. 

u~ =No+N~ 
MD = Nm/Nr. 

The frequency of aneuploid zygotes (AN) and genetic death in 
the locally mated population (GD) are calculated as shown be- 
low. 

A N = C D + ( 1 . 0 - - C D ) .  TD 

G D = A N + ( 1 . 0 - A N )  �9 MD.  

The program allows for the effects of immigration on genetic 
death (not used in the present report). Population genetic death 
(PGD) (after immigration of mated females) is calculated as 
shown below, where Nml = number  of locally mated females and 
Nbf = N,,f + mated immigrant females. 

P a D  = G D -  N,,f/Nby. 

Rates of population increase - density effects. GC5 allows three 
options for determining rate of population increase (RATINC): 

(1) density independent (RATINC values each generation speci- 
fied as input data) (not used in the present paper); 

or one of two other options based on Prout 's  (1978) formula for 
density dependence: 

(2) density dependent (RATINC solely determined by density), 
according to the formula (Foster et al. 1988): 

R A T I N C  = RMA x ' K / ( K  + (RMA x --  1) " N ) ,  

where RMA X is the maximum possible rate of increase, N is the 
adult female population density, and K is the equilibrium popu- 
lation density; or 

(3) density influenced (seasonal rates of increase based on field 
data, but below a specified population density, RATINC 
values are multiplied by a density factor, DF); DF  is calculat- 
ed each generation according to the formula (Foster and 
Smith 1991): 

D F  = DFMA x �9 Kd/ (K d -1- (DFMA x --  1) ' N ) ,  

where DFMA x is the maximum density factor and K d is the 
population size below which DF is greater than 1.0. 

Simulations 

In all simulations, initial population size was 106 wild individu- 
als of each sex. All simulations were conducted for 40 genera- 
tions with zero migration. Unless specified otherwise, release 
rates were uniform (the same number  of males released each 
generation). In all simulations, both the sex ratio and transloca- 
tion sterility were set at 0.5. 

The characteristics of the strains used in simulations are 
described in 'Results' and summarized in Table 1. In females 
homozygous for the standard chromosome or the inversion, the 
crossover frequency between the linked mutations w and yw is 
assumed to be 0.4744 (Foster et al. 1988). 

In simulations with density-dependent populations, RMA x 
was set at 10. Release rates were 0.5 million or lower per gener- 
ation, i.e., equal to or less than those in previous simulations 
(Fig. 5 d of Foster et al. 1988) in which sterile males were ineffec- 
tive. 

The simulations with density-influenced population regula- 
tion are intended to provide a realistic approximation to con- 
trolling L. cuprina populations in Australia. It is assumed that  
density effects in this ecosystem are related to the related to the 
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Table 1. Summary of strain characteristics used in simulations 

Simu- Strain Number  
lation typea of muta- 

tions 

Inversion exchange frequency 

Region I Region II Region III 

A SIT - - - 

B F K / S  1 - - - 

C FK/I  1 0 0.333 0 
D FK/I  1 0 0.667 0 
E FK/I  1 0 1.0 0 

F FK/S 3 - 

G FK/I  2 0 1.0 0 
H FK/I  2 0 1.0 0.333 
I FK/I  2 0 1.0 0.667 
J FK/I  2 0 1.0 1.0 

K FK/I  3 0 1.0 0 
L FK/I  3 0 1.0 0.333 
M FK/I  3 0 1.0 0.667 
N FK/I  3 0 1.0 1.0 

O FK/I  2 0.333 1.0 0.333 
P FK/I  2 0.333 1.0 0.667 
Q FK/I  2 0.333 1.0 1.0 
R FK/I  2 0.667 1.0 0.667 

S FK/I  3 0.333 1.0 0.333 
T FK/I  3 0.333 1.0 0.667 
U FK/I  3 0.333 1.0 1.0 
V FK/I  3 0.667 1.0 0.667 

a SIT = sterile insect technique; FK/S, FK/I  = field-female killing 
strains with standard or inversion chromosomes, respectively 

response of farmers to infestation, rather than limitation of re- 
sources available to the immature stages (Foster et al. 1975). 

The seasonal rates of increase used in the density-influenced 
populations (6.16, 3.19, 0.40, 0.30, 0.50, 4.00, 4.00, 0.053) are 
repeated five times. This pattern assumes eight generations per 
year (Foster and Smith 1991) and represents an annual rate of 
increase of 1.00. This is based on the bimodal pattern commonly 
seen in the Canberra region, i.e., conditions favoring increase 
during spring and autumn, with summer and overwintering pop- 
ulation declines (Vogt et al. 1985 b). It is assumed that  these rates 
of increase include both weather and density effects within the 
population-size range usually encountered in this region, i.e., at 
population above 106 females, in terms of the present simula- 
tions. 

In the simulations, below a population size of 106 females 
(Kd), the above rates of increase were multiplied by DF, calculat- 
ed using DFMA x = 5.0. Multiplying the springtime rate of in- 
crease (6.16) by DFMA x gives a maximum rate of increase at low 
densities of 30.8. This parameter can be estimated independently 
using data from various ecological studies of L. cuprina. Assum- 
ing 232 ovarioles and a 12% springtime (October) resorption 
rate (Vogt et al. 1985a), 85.5% egg hatch (Vogt and Woodburn 
1980), 70% survival of larvae on sheep (Dallwitz et al. 1984), 
48% survival in the soil (Foster et al. 1975), and that  females 
oviposit once in the field (Kitching 1977), egg-to-egg survival 
under ideal conditions in populations of L. euprina can be esti- 
mated at 29.3. Thus, the simulations using density-influenced 
population regulation offer a reasonable approximation of ge- 
netic control of L. cuprina populations. 
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Fig. 2 a and b. Simulations comparing SIT and FK strains con- 
taining one mutation tightly linked to the inversion (Type 1, 
Fig. 1 c). Density-dependent populations; continuous releases 
0,5 million per generation for 40 generations; A = sterile males; 
B = translocation with no inversion and one mutation; C, D, 
E = translocation with inversion and one mutation, exchange in 
region II =0.333, 0.667, 1.0, respectively (see Table 1); a genetic 
death, b population size 

Results 

Density-dependent population regulation 

Effect of inversion sterility. Simulations of releases of ster- 
ile males (SIT) and simple F K  systems (translocation with 
a single mutation),  either with an inversion (FK/I)  or 
without  an inversion (FK/S), are summarized in Fig. 2. 
All inversions had one break point  at the mutan t  locus 
(Type 1, Fig. 1 c). 

SIT releases (simulation A Fig. 2) initially gave more 
rapid  suppression than the F K  strains, but  the latter 
ul t imately gave greater genetic death rates and suppres- 
sion. The F K / I  strains (simulations C - E )  produced both  
more rapid  initial suppression and lower final popula t ion  
sizes than the F K / S  strain (simulation B). Increasing the 
inversion size gives progressively greater genetic death 
and popula t ion  suppression, until the maximum female 
sterility of 50% is reached (simulations C - E ) .  

None of the strains simulated in Fig. 2 caused suffi- 
cient genetic death to suppress popula t ions  to the un- 
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Fig. 3 a and b. Simulations comparing SIT and FK strains con- 
taining two mutations within the inversion, with at least one 
tightly linked to an inversion break point (Type 2, Fig. t c). Den- 
sity-dependent populations; continuous releases 0.5 million per 
generation for 40 generations; A = sterile males; F = transloca- 
tion with no inversion and three mutations; G, H, I, J = trans- 
location with inversion containing two mutations, exchange 
in region III=0.0, 0.333, 0.667, 1.0, respectively; K, L, M, 
N = translocation with inversion containing two mutations plus 
one unlinked mutation, exchange in region III=0.0, 0.333, 
0.667, t .0, respectively; exchange in region II = t .0 for all inver- 
sions (see Table t); a genetic death, b population size 

stable equil ibrium level (Prout  1978), below which eradi- 
cation is inevitable if releases continue. The final (stable) 
equil ibrium popula t ion  size with the largest inversion 
(simulation E, Fig. 2) is an order  of magni tude below that  
with no releases. 

Effect of additional mutations. Simulat ion of strains car- 
rying addi t ional  mutations,  both  within the inversion 
(Type 2, Fig. 1 c) and on a heterologous chromosome,  are 
summarized in Fig. 3. Simulations of SIT and a three- 
muta t ion  F K / S  strain are included for reference (simula- 
tions A and F, respectively). In  these and all subsequent 
simulations of F K / I  strains, the frequency of exchange in 
region II  is 100% (giving 50% sterility in inversion het- 
erozygote females in all simulations). 

Including a second muta t ion  within the inversion 
(Type 2, Fig. i c) leads to greater suppression than in sim- 
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0.5 million per generation for 40 generations; A, F as in Fig. 2 
legend; O, P, Q, R = translocation with inversion containing two 
mutations, exchange in region I =0.333, 0.333, 0.333, 0.667, re- 
spectively, exchange in region III=0.333, 0.667, 1.0, 0.667, re- 
spectively; S, T, U, V = translocation with inversion containing 
two mutations plus one unlinked mutation, exchange in region 
I=0.333, 0.333, 0.333, 0.667, respectively, exchange in region 
III=0.333, 0.667, 1.0, 0.667, respectively; exchange in region 
I I= l .0  for all inversions (see Table 1); a genetic death, 
b population size 

ilar strains with a single mutation, provided recombina- 
tion within the inversion leads to genetic separation of 
the two mutat ions (simulations H - J ,  Fig. 3). This re- 
quires recombination both between the two mutat ions 
(region II, Fig. 1 c) and between one inversion break 
point and one of the mutat ions (region III,  Fig. 1 c, in this 
example). 

With two linked mutat ions and no exchange in re- 
gion I I I  (simulation G, Fig. 3), suppression is identical to 
the maximum possible with the single mutat ion only 
(simulation E, Fig. 2). With increasing exchange in re- 
gion III,  populat ion suppression is greater (simulations 
H - J ,  Fig. 3). Eradication will eventually occur in simula- 
tions I and J. 

Adding an unlinked mutat ion to the inversion strains 
described above greatly increases suppression, leading 
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ultimately to eradication in all cases (simulations K - N ,  
Fig. 3). Simulations J and K in this series (Fig. 3) gave 
nearly identical results to one another. Simulation K is 
equivalent to a F K / I  strain with two mutat ions on het- 
erologous chromosomes. 

Importance of tight inversion-mutation linkage. The effect 
of recombination between the inversion and both muta-  
tions is illustrated in Fig. 4. In these simulations, the 
frequency of exchange varies in regions I and I I I  (Type 3, 
Fig. I c). With recombination in both regions, genetic 
death reaches a peak and then declines to an equilibrium 
level (Fig. 4a). Genetic death is initially higher in the 
simulations with higher recombination frequencies, re- 
flecting higher homozygote  frequencies, but declines ear- 
lier in these than in those with lower recombination. 

The decline in genetic death results from a reduction 
in the frequency of female inversion heterozygotes, 
caused by displacement of the standard chromosome in 
the population by the inversion chromosome. The latter 
essentially becomes fixed in the female side of the popula-  
tion (Fig. 5). 

The frequencies of mutation homozygotes and translo- 
cation and inversion karyotypes from simulation P 
(Fig. 4) are plotted in Fig. 5. Genetic death due to recom- 
bination within inversion heterozygotes was at a maxi- 
mum in generations 15 and 16, when the heterozygote 
frequency was at a maximum (72%). Total genetic death 
in this simulation continued to rise for several genera- 
tions after generation 16 (Fig. 4 a), because the increasing 
frequency of homozygosis of mutat ions (Fig. 5) more 
than compensated for the decline in inversion heterozygote 
frequency until generation 24. Similar events occurred in 
the other two-mutat ion FK/ I  simulations, but earlier in 
simulations Q and R and later in simulation O (Fig. 4). 
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ceasing after 20 generations; strains as in Fig. 3 legend or see 
Table t; a genetic death, b population size 

Population size in simulation P began to increase in 
generation 27 (Fig. 4 b). The rate of genetic death in this 
and the other two-mutation simulations (O, Q, and R) 
declined to a level insufficient to overcome the density- 
dependent rate of population increase. In the three-muta- 
tion simulations (S, T, U, and V), the final rates of genetic 
death exceeded the value needed for eradication (90% in 
the case of RMAx = 10) (Fig. 4a). These simulations were 
all near eradication at generation 40 (Fig. 4 b). 

Interrupted releases. Persistence of genetic death and sup- 
pression following cessation of releases after 20 genera- 
tions are illustrated in Fig. 6. The strains simulated in this 
series are identical to those used in the Fig. 3 series. The 
inversions significantly increase the duration of suppres- 
sion after releases stop, compared to both sterile males 
and the FK/S strain. 

Frequencies of translocations, inversion heterozygotes, 
and mutation homozygotes from simulation I (Fig. 6) are 
plotted in Fig. 7. The frequencies of the inversion and 
mutations rose more slowly than that of the translocation 
during the release phase and declined rapidly after releas- 
es ceased, accounting for the rapid initial decline in genet- 
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Fig. 7. Translocation, inversion, and mutation homozygote fre- 
quencies in simulation I from Fig. 6 

ic death rates (Fig. 6 a). On the other hand, the transloca- 
tion approached fixation in males rapidly, exceeding 
99.9% in generation 16. Its frequency remained high for 
more than ten generations after releases stopped, giving 
continued population suppression during this period. 

A similar pattern of genetic events occurred in the 
other simulations, but with near-fixation (in males) of the 
translocation occurring more slowly in simulations F - H  
and more rapidly in simulations J - N  (Fig. 6). Since 
translocation and inversion sterilities were identical, the 
differences in genetic death rates among simulations 
G N were due, in the first instance, to progressively 
increasing frequencies of mutation homozygosis. The in- 
creased suppression of native karyotypes caused by this 
increased genetic load thus led to more rapid increases in 
translocation and inversion frequencies. 

Reduced maintenance releases. Simulations in which re- 
leases were not stopped altogether, but were lowered 
from 0.5 million to 0.2 million after 20 generations, are 
summarized in Fig. 8. This approach led to eradication in 
simulations M and N, at the expense of fewer released 
insects than the corresponding strains in Fig. 3. The other 
FK/I  strain simulations (G-L)  gave sufficient genetic 
death to sustain population suppression indefinitely to 
levels below 20% of the equilibrium population (106 ) 
(Fig. 8 b). 

Density-injTuenced population regulation 

Simulations using a constant release rate of 0.25 million 
males per generation against populations subject to den- 
sity-influenced regulation are summarized in Fig. 9. The 
sterile males (simulation A) were the least effective at this 
release rate. The FK/S strain (simulation F) had sup- 
pressed peak population levels to below the starting pop- 
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Fig. 8 a and b. Simulations comparing SIT and FK strains con- 
taining two mutations within the inversion, with at least one 
tightly linked to an inversion break point (Type 2, Fig. 1 c). Den- 
sity-dependent populations; releases 0.5 million per generation 
for 20 generations, then 0.2 million per generation; strains as in 
Fig. 3 legend or see Table 1; a genetic death, b population size 

8 

7 

6 

~_ 5- 

"5 4- 

}3 
-~ 2 

1 

N o  releases 

• A 

E 

I I I 

11 21 31 

Generation 
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Fig. 10. Simulations comparing SIT and FK strains containing 
two mutations within the inversion, with at least one tightly 
linked to an inversion break point (Type 2, Fig. 1 c). Density-in- 
fluenced populations; releases at high rate for first eight genera- 
tions, then reduced for 32 generations, as detailed in Table 2; 
strains as in Fig. 3 legend or see Table 1 

Table 2. Release rates for simulations in Fig. 10 

Simulations Release rate per generation 5-year 
( x 1,000) total 

( x 1,000) 
suppression maintenance 
phase phase 

A 885 205 13,640 
F 850 140 11,280 
G 710 120 9,520 
H 710 110 9,200 
I 710 105 9,040 
J 710 100 8,880 
K, L 700 100 8,800 
M , N  700 95 8,640 

u la t ion  level by the 5th year (generat ion 33 onward),  
while the F K / I  strains (s imulat ions G - N )  achieved this 
miles tone by the 4th year (generat ion 25 onward).  Eradi-  
ca t ion occurred at genera t ion  40 in s imula t ion  N. All the 
other  F K - s t r a i n  s imula t ions  would  eventual ly  p roduce  
eradicat ion.  

S imula t ions  in which high release rates were used to 
suppress popula t ions ,  followed by releases at lower rates 
to m a i n t a i n  the suppression,  are i l lustrated in Fig. 10. 
The a im was to use combina t i ons  of two release rates 
sufficient (1) to achieve a tenfold p o p u l a t i o n  reduc t ion  by 
the end of the 1st year (eight generations),  then  (2) to 
m a i n t a i n  suppress ion  so that  the popu la t i on  peaks were 
restricted to approx imate ly  106 individuals  or less. The 
release n u m b e r s  required  to achieve the results shown in 
Fig. 10 are summar ized  in Table 2. 
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Discussion 

The similarity of the results of simulations using either 
density-dependent populations (Fig. 3) or density-influ- 
enced populations (Fig. 8) supports the validity of the 
simple density-dependent model applied in most of the 
present and previous (Foster et al. 1988) simulations. 
Failure of sterile males at low release ratios to eradicate 
density-dependent/-influenced populations has also been 
reported in simulations of SIT control of Dacus cucur- 
bitae (Ito and Koyama 1982). The present study and that 
of Ito and Koyama (1982) illustrate the importance of 
detailed ecological knowledge in evaluating the effects of 
SIT or other genetic techniques to control pest species. 

The present simulations suggest that FK strains con- 
taining inversions have greater potential for population 
suppression than sterile males or presently available FK 
strains, especially at low release rates. The increased lev- 
els of genetic death in pericentric inversion heterozygotes 
are due to inviable products of exchange within the in- 
verted segment. This kills up to half of the offspring of 
daughters of released males. Homozygosis of deleterious 
mutations in field-reared offspring remains an essential 
element of FK systems, however (Foster et al. 1988). 

Both the initial rate of genetic death from FK strains 
and its persistence after cessation of releases are increased 
with inclusion of inversions (Fig. 6). This differs in detail 
from the situation arising from increased translocation 
sterility, which causes more rapid initial suppression but 
less persistence after releases stop (Foster et al. 1988). 

Formally, the use of inversions in FK systems is sim- 
ilar to delayed sterility, in which release of fertile or par- 
tially sterile males produces progeny with increased ste- 
rility (Curtis 1968; Knipling 1970; Curtis and Hill 1971; 
Whitten 1971). The sterility in the case of higher Diptera 
is restricted to female offspring of released males, unlike 
systems involving translocations or systems with frequent 
meiotic recombination in both sexes. 

The displacement of the standard chromosome by the 
inversion in simulations in which the white-eye mutation 
recombines with the inversion (Figs. 4 and 5) arises from 
the lower fertility of inversion/standard hybrids, and is 
similar to a situation predicted by Robinson (1975). 
When hybrids are less fit than both parent strains, there 
is an unstable equilibrium frequency for the two strains 
(Li 1955), at which they can theoretically coexist indefi- 
nitely. However, above or below this point, one or the 
other parent type will enjoy a selective advantage due to 
a higher frequency of successful matings and will eventu- 
ally proceed to fixation (Curtis and Hill 1971; Whitten 
1971; Foster et al. 1972). 

In the present simulations, the released inversion- 
bearing chromosomes are inviable as homozygotes be- 
cause they contain a deleterious mutation. However, with 
repeated release of mutation-bearing chromosomes ac- 

companied by separation of the mutation and inversion, 
the frequency of inversion homozygotes eventually ex- 
-ceeds the unstable equilibrium frequency. The final 
(stable) equilibrium population size in simulations O - R  
(Fig. 4) is that expected from releasing a translocation 
strain containing no inversion and two mutations. 

To avoid the decay in genetic death caused by dis- 
placement of standard chromosomes by inversions, the 
latter should be selected with at least one break point 
genetically close to the lethal mutant gene. This is espe- 
cially important for long-term suppression programs. 
Even if genetic death is sufficient to cause eradication 
(e.g., simulations S-V, Fig. 4), recombination may delay 
this by several generations compared to similar strains 
with tighter mutation-inversion linkage (e.g., simulations 
M, N of Fig. 3). 

Another property of pericentric inversions should 
also be borne in mind when selecting rearrangements for 
FK systems. Pericentric inversions that result in gross 
alteration of the ratio of the length of the long chromo- 
some arm to that of the short arm exhibit a form of 
meiotic drive in heterozygous females. This is caused by 
differential recovery in the function egg nucleus of the 
shorter of a pair of unequal dyads (Novitski 1967), pro- 
duced by exchange within inversion heterozygotes 
(Foster and Whitten 1974, 1991; Van Heemert 1977). The 
net effect is to favor recovery of the chromosome with the 
more centrally located centomere (Foster and Whitten 
1991). 

Thus, it would be advantageous to avoid inversions 
that displace the centromere to a more terminal position, 
since these would tend to be eliminated selectively by 
meiotic drive. Conversely, selecting inversions with more 
central centromeres would result in a tendency for mei- 
otic drive to increase the frequency of inversion het- 
erozygotes. 

The results of simulations with variable release rates 
(Figs. 6, 8, 10) highlight the cost-saving potential and 
built-in safety margin of FK suppression systems com- 
pared to SIT releases. The inversions extend the period of 
protection following accidental or deliberate cessation of 
releases (Fig. 6) compared to noninversion FK systems 
(Foster et al. 1988). 

In density-dependent populations, reducing the re- 
lease rate by 60% after a 20-generation suppression 
phase almost completely negated suppression with SIT 
releases (Fig. 8). However, the FK strains gave prolonged 
suppression to much lower population sizes, ending with 
eradication in simulations M and N. 

The results of the simulations with density-influenced 
populations (Fig. 10) suggest that a sequence of initial 
suppression for, e.g., 1 year at a high release rate, followed 
by a lower maintenance release rate, could give indefinite 
suppression to whatever level is desired. Assuming that 
suppression of the target population by an order of mag- 
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nitude represents economical ly beneficial pest control,  
these results suggest that  F K  strains could provide pro-  
tection at a much lower cost than with SIT. The release 
numbers used for F K / I  strains were 2 0 - 2 1 %  lower dur-  
ing the suppression phase and 41 54% lower during the 
maintenance phase than those required to achieve a sim- 
ilar result with SIT releases (Table 2). In a large-area 
rearing and release program,  on-going savings of this 
order would represent several million dollars annually. 
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